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#### Abstract

Numerical methods for obtaining lattice Green functions are presented. The whole array to arbitrary distance on an infinite lattice can be generated in approximately $50 \mu \mathrm{~s}$ CPU (VAX) per site. The accuracy is close to machine error. For small mass, the coefficients of the power series expansion can be generated similarly. Results are given in two and three dimensions.


## 1. Introduction

Many problems involve the free field propagator

$$
\begin{equation*}
f(k)=\frac{1}{\Sigma_{\mu} k_{\mu}^{2}+M^{2}} \tag{1.1}
\end{equation*}
$$

which on a lattice is modified to

$$
\begin{equation*}
f(k)=\frac{1}{\Sigma_{\mu}\left(2-2 \cos k_{\mu}\right)+M^{2}} . \tag{1.2}
\end{equation*}
$$

These problems include perturbative calculations of effects of weak disorder [1] $\mathbb{T}$ or of Wilson loops in lattice theories [2]. (There may also be numerators depending on $k$, but the main difficulties come from the denominators.)

Typically an $n$-loop calculation in $D$ dimensions requires a numerical integration over $n D$ momentum variables. In many cases, the computing time can be cut drastically by converting the integrals to sums in position space. For instance, a number of two-loop integrals can be reduced to sums over a single position in $D$ space. Moreover, a sum is free of the interpolation error inherent in evaluating an integral. Since in principle one is dealing with an infinite lattice, there is a truncation error as the sum must be cut off somewhere, but the error can be clearly estimated.

It is further possible to reduce the truncation error by calculating the difference between the lattice diagram and some known continuum quantity; this difference converges faster with the cutoff. We shall discuss such devices in a forthcoming paper.

[^0]Here, we address ourselves to the problem of determining the lattice Green functions (LGF) or position-space propagators defined by

$$
\begin{equation*}
\Psi(x)=\frac{1}{(2 \pi)^{D}} \int_{0}^{2 \pi} \Pi \mathrm{~d} k_{\mu} \exp \left(\mathrm{i} \sum_{\mu} k_{\mu} x_{\mu}\right) f(k) \tag{1.3}
\end{equation*}
$$

where $f(k)$ is given by (1.2).
Clearly, if (1.3) must be done as a $D$-dimensional numerical integral at each lattice site, all advantage of the position method is lost. To date, the best evaluations of (1.3) have been done either ( $a$ ) by fast Fourier transform in a finite volume [3] or ( $b$ ) by reducing (1.3) to a one-dimensional integral of a product of Bessel functions [2] (see § 5.4).

In method (a), the work required grows logarithmically faster than the volume, and more importantly, the answer contains artefacts due to periodicity. Also the Fourier transforms do not give accurate results when the LGF is very small, e.g., close to machine accuracy.

Method ( $b$ ) deals directly with the infinite volume case (though it can be adapted to finite volume) and is very accurate. However, it is much slower, requiring a numerical integral at each lattice site. It is ideally suited for problems in which one needs the LGF only at a few points, since the work is limited to those points.

We present here a method which, like the fast Fourier transform, generates a whole array of LGF, but in an efficient way. It is even faster than the fFT, as the work per site remains fixed no matter how large the array. Like the Bessel function method, it is absolutely free of finite-volume effects and can be extended in principle arbitrarily far from the origin. Even at large distances the relative error is not much more than machine rounding ( $10^{-16}$ in double precision).

The heart of our method is that, in addition to the Laplace difference equation, the LGF exactly satisfy an auxiliary set of first-order difference equations. By means of them, the lgF can be found quickly all over $D$ space if they are known on a one-dimensional tube of cross section $2^{(D-1)}$. Moreover, the auxiliary equations can be combined with the Laplace equation to yield a self-contained set of difference equations determining the LGF on the tube. In $\S 2$, we derive the auxiliary equations and show how to extend the tube solution to $D$ space. This procedure requires about $50 \mu \mathrm{~s}$ CPU per site on a VAX.

The solution of the tube problem is more complicated than the extension to $D$ space, but for large arrays the computing time is small by comparison since the number of sites involved is only linear in the radius of the array to be computed. In $\S \S 3$ and 4 we describe a sifting procedure for obtaining extremely accurate solutions. For $M \neq 0$ these methods require a radius much larger than $M^{-1}$, so that at very small $M$ it seems worthwhile to express the LGF as a power series in $M$ at each site. In § 5, we show how this can be done using the $M=0$ values as a starting point. Section 6 gives our conclusions.

## 2. Reduction to one dimension

### 2.1. The gradient equations

As is well known, the lgF defined by (1.3) satisfy the difference equation

$$
\begin{equation*}
\sum_{\mu}[\Psi(x+\mu)+\Psi(x-\mu)]-\left(2 D+M^{2}\right) \Psi(x)=-\delta_{x 0} \tag{2.1}
\end{equation*}
$$

which is the lattice analogue of Laplace's equation with unit source

$$
\begin{equation*}
\nabla^{2} \Psi_{c}-M^{2} \Psi_{c}=-\delta(x) \tag{2.2}
\end{equation*}
$$

in the continuum, where $\Psi_{c}$ is the Fourier transform of (1.1).
Now, the continuum Green function $\Psi_{c}$, being isotropic, also satisfies

$$
\begin{equation*}
\nabla \Psi_{c}=\hat{r} \frac{\partial}{\partial r} \Psi_{c} \tag{2.3}
\end{equation*}
$$

which yields (by factoring out ( $1 / r$ ) $\partial \Psi_{c} / \partial r$ ) a set of $D-1$ linear homogeneous equations

$$
\begin{equation*}
\frac{1}{x_{1}} \frac{\partial \Psi_{c}}{\partial x_{1}}=\frac{1}{x_{2}} \frac{\partial \Psi_{c}}{\partial x_{2}}=\ldots \tag{2.4}
\end{equation*}
$$

in the derivatives of $\Psi_{c}$.
Likewise, $\Psi$, although not isotropic, satisfies an equation like (2.3). We have, for any fixed $\mu$,

$$
\begin{align*}
\Psi(x+\mu)- & \Psi(x-\mu)=\frac{1}{(2 \pi)^{D}} \int \prod \mathrm{~d} k_{\nu} \frac{2 \mathrm{i} \sin k_{\mu} \exp \left(\mathrm{i} \Sigma k_{\nu} x_{\nu}\right)}{\Sigma_{\nu}\left(2-2 \cos k_{\nu}\right)+M^{2}} \\
= & \frac{1}{(2 \pi)^{D}} \int \prod_{\nu \neq \mu}\left[\mathrm{d} k_{\nu} \exp \left(\mathrm{i} k_{\nu} x_{v}\right)\right] \int_{0}^{2 \pi}-2 \mathrm{i} \exp \left(\mathrm{i} k_{\mu} x_{\mu}\right) \\
& \times \frac{\mathrm{d} \cos k}{\Sigma_{\nu}\left(2-2 \cos k_{\nu}\right)+M^{2}} \\
= & x_{\mu} \Phi(x) \tag{2.5}
\end{align*}
$$

by integration by parts over $k_{\mu}$, where

$$
\begin{equation*}
\Phi(x)=\frac{1}{(2 \pi)^{D}} \int \prod_{\nu} \mathrm{d} k_{\nu} \exp \left(\mathrm{i} \sum k_{\nu} x_{\nu}\right) \ln \left(\sum_{\nu}\left(2-2 \cos k_{\nu}\right)+M^{2}\right) \tag{2.6}
\end{equation*}
$$

is the same for all $\mu$. Hence

$$
\begin{equation*}
\frac{\Psi\left(x+\mu_{1}\right)-\Psi\left(x-\mu_{1}\right)}{x_{1}}=\frac{\Psi\left(x+\mu_{2}\right)-\Psi\left(x-\mu_{2}\right)}{x_{2}}=\ldots \tag{2.7}
\end{equation*}
$$

We shall call these $D-1$ equations the gradient equations.

### 2.2. Error-prone extension from a cube

By combining (2.7) with (2.1), we obtain $D$ linear equations at each site. Thus the LGF appear to be overdetermined since there are $D$ times as many equations as unknowns; but of course the equations at neighbouring sites contain the required number of redundancies. Nevertheless the system of (2.7) with (2.1) is stronger than (2.1) alone in that fewer boundary conditions are needed.

In fact, if the LGF are given on a 2 -cube ( $2^{D}$ adjacent sites forming a cube), they can be determined from (2.7) and (2.1) on the whole space. To see this, consider a corner of the 2 -cube. This site has $2 D$ neighbours of which $D$ are in the cube. Therefore the $D$ equations (2.7) and (2.1) contain just $D$ unknowns (the neighbours not in the cube) and can be solved. Thus knowledge of the lGF is extended to all contiguous sites and, by extension through consecutive 2 -cubes, all over the lattice.

This procedure, however, is not useful because the system of (2.7) and (2.1) taken all over the lattice actually admits $2^{D}$ independent solutions ((2.1) alone admits an infinite number if $D>1$ ), at least one of which grows exponentially in any given direction. Even if one knew the exact LGF on the original 2 -cube, machine rounding would introduce small amounts of 'bad' solution which would grow rapidly (roughly times $4 D-2$ at each step) and accuracy would soon be lost [4].

### 2.3. Error-free extension from a tube

A much better result is obtained from the following observation. Let a 'tube' signify an infinite one-dimensional series of consecutive 2 -cubes. The tube has cross section $2^{D-1}$ sites per unit length and may accordingly be resolved into $2^{D-1}$ parallel infinite straight lines. Now if the lGF are given on a whole tube, they can be extended to the whole space by the gradient equations alone. Moreover, if the tube passes through the origin, this can be done without any magnification of machine error.

Let us explain this first in two dimensions. Let any point be labelled by the coordinates ( $n, m$ ) and let the tube consist of the two parallel lines $m=0$ and $m=1$. For any $n, m_{0}$, the gradient equation at ( $n, m_{0}$ ) gives
$\Psi\left(n, m_{0}+1\right)-\Psi\left(n, m_{0}-1\right)=\left(m_{0} / n\right)\left[\Psi\left(n+1, m_{0}\right)-\Psi\left(n-1, m_{0}\right)\right]$
so that $\Psi$ can be determined on the line $m=m_{0}+1$ if it is known for $m=m_{0}-1$ and $m=m_{0}$. (For $n=0,(2.8)$ is indeterminate, but that does not matter as $\Psi(0, m+1)=$ $\Psi(m+1,0)$ is already known.) Thus, from the lines $m=0$ and $m=1$, we generate $m=2, m=3$, and so forth. Because of the symmetry $\Psi(n, m)=\Psi(m, n)$, it suffices to use (2.8) only to generate the half-quadrant $n>m>0$.

Now suppose there is a rounding error $\varepsilon\left(n_{0}, m_{0}\right)$ in the determination of $\Psi\left(n_{0}, m_{0}\right)$. This error will propagate to other sites $(n, m)$ for which $\left|n-n_{0}\right| \leqslant m-m_{0}$. The total error at site ( $n, m$ ) will be $\Sigma_{n_{0} m_{0}} \varepsilon\left(n_{0}, m_{0}\right) G_{n m}^{n_{n} m_{0}}$, where $G$ is determined by the gradient equation

$$
\begin{equation*}
G_{n m+1}^{n_{0} m_{q}}-G_{n m-1}^{n_{n}, m_{i}}=\frac{m}{n}\left(G_{n+1 m}^{n_{n}, m_{i}}-G_{n-1 m}^{n_{n}, m_{n}}\right) \quad m \geqslant m_{0} \tag{2.9}
\end{equation*}
$$

and the initial conditions

$$
\begin{equation*}
G_{n m_{0}}^{n_{0} m_{0}}=\delta_{n m_{1}} \quad G_{n m_{0}-1}^{n_{0} m_{0}}=0 \tag{2.10}
\end{equation*}
$$

These equations have the solution

$$
\begin{equation*}
G_{n m}^{n_{0} m_{0}}=\frac{1}{2} \pi n_{0} \operatorname{Re}\left(\mathrm{i}^{n+m-n_{0}-m_{0}}\right) g_{n m}^{n_{j} m_{0}} \tag{2.11}
\end{equation*}
$$

where

$$
\begin{equation*}
g_{n m}^{n_{n} m_{0}}=\int_{0}^{\infty} J_{n}(u) J_{m_{0}}(u)\left[J_{m}(u) N_{m_{0}-1}(u)-N_{m}(u) J_{m_{0}-1}(u)\right] \mathrm{d} u . \tag{2.12}
\end{equation*}
$$

(The divergence at small $u$ for $m>n+n_{0}+m_{0}$ is related to the indeterminacy of (2.9) for $n=0$. It does not concern us since we use (2.8) only to generate $\Psi$ for $m \leqslant n$. The symmetry $g_{n m}^{n_{0} m_{0}}=g_{n_{0} m}^{n m_{0}}$ can also be derived directly from a hopping expansion.)

We have evaluated $G$ numerically by direct use of (2.9) and (2.10) and find $|G| \leqslant 1$ in all cases examined, as long as $m \leqslant n$. This is plausibly consistent with (2.12) for points close to the origin. For points far from the origin, a saddle-point treatment of (2.12) shows that $g_{\Lambda \nu \Lambda \mu}^{\lambda \nu_{0} \Lambda \mu_{0}}$ diminishes as $\Lambda^{-3 / 2}$ for large $\Lambda$. If the rounding introduces
an uncorrelated mean square error $\left\langle\varepsilon^{2}\right\rangle$ at each site, the total mean square error at $(n, m)=(\Lambda \nu, \Lambda \mu)$ will be
$\Delta_{n m}^{2} \sim\left\langle\varepsilon^{2}\right\rangle \sum_{n_{0} m_{0}}\left(G_{n m}^{n_{0} m_{0}}\right)^{2} \sim\left\langle\varepsilon^{2}\right\rangle \int_{0}^{\mu} \Lambda \mathrm{d} \mu_{0} \int_{\nu-\left(\mu-\mu_{0}\right)}^{\nu+\left(\mu-\mu_{0}\right)} \Lambda \mathrm{d} \nu_{0}\left(\Lambda \nu_{0} g_{\Lambda \nu \Lambda \mu}^{A \nu_{0} \mu_{0}}\right)^{2}$
which grows linearly as $\Lambda$. Thus even at $10^{4}$ sites away from the origin, $\Delta_{n m}$ is only two decimals greater than machine error.

The extension to higher dimensions is easy because each equation of (2.7) involves only four coplanar sites. Therefore, within each plane, the recursion (2.8) will generate the whole plane if two adjacent lines are given, one passing though the origin. Consequently, the whole $D$ space is generated if two adjacent ( $D-1$ ) spaces are given, one passing through the origin. This is done by dividing $D$ space into planes perpendicular to the ( $D-1$ ) spaces. By induction on $D$, it follows that all $D$ space can be generated from a tube. (The process is made quite clear by considering $D=3$.) Since a whole plane is generated at each step, the error propagation is governed by exactly the same equations (2.9) and (2.10), and the total error remains small as in two dimensions. We have naturally checked that the numerical results we have obtained are in agreement with this analysis.

Since the gradient equation does not involve $M$, the foregoing analysis holds equally whether the mass is large, small or zero. However, to find $\Psi$ on the tube, one needs a variety of methods for these different cases.

## 3. Tube solution for $\boldsymbol{M}=\boldsymbol{0}$

### 3.1. The cubical constraint

In the massless case there is a special relation that follows from the 'Laplace' and gradient equations taken together. We consider a pair of adjacent 2 -cubes, with $2^{D-1}$ sites in common and call one of the common sites $x$. This site has $D-1$ neighbours that do not belong to either cube (external neighbours). Each external neighbour can be expressed in terms of three internal neighbours by one of the equations (2.7). Now we write (2.1) at $x$, but replace the external neighbours by their expressions in terms of internal neighbours and sum the result over the $2^{D-1}$ possibilities for $x$. We now have a linear homogeneous equation in the $3 \times 2^{D-1}$ variables belonging to the pair of cubes. It turns out that this equation can be written as

$$
\begin{equation*}
C(\text { cube } 1)=C(\text { cube } 2) \tag{3.1}
\end{equation*}
$$

where $C$ is a linear combination of $\Psi$ at the corners of the cube, with coefficients depending on the position of the cube but not on which neighbouring cube was used to derive (3.1). Therefore by proceeding from cube to cube, we find that $C$ is the same for all cubes. Let us call this the cubical constraint.

The expression for $C$ can be written in terms of the position vector $\bar{x}$ of the centre of the cube

$$
\begin{equation*}
C=\sum_{x \text { at corners }}\left(4 \sum_{\mu} \bar{x}_{\mu}\left(x_{\mu}-\bar{x}_{\mu}\right)+D-2\right) \Psi(x) . \tag{3.2}
\end{equation*}
$$

In this form $C$ may be recognised as the lattice analogue of the continuum quantity

$$
\begin{equation*}
C_{\mathrm{c}}=2^{D}(\boldsymbol{r} \cdot \boldsymbol{\nabla}+D-2) \Psi_{\mathrm{c}}(\boldsymbol{r}) \tag{3.3}
\end{equation*}
$$

which of course is also constant, when $M=0$.

Since $C$ and $C_{c}$ become the same far from the origin, they must be the same everywhere. This gives

$$
\begin{equation*}
C=0 \quad \text { for } D>2 \tag{3.4}
\end{equation*}
$$

which will play an important role in our sifting procedure.
In two dimensions, $C$ simplifies, but the asymptotic value is no longer zero. We obtain

$$
\begin{align*}
& 2(n+m+1)[\psi(n+1, m+1)-\Psi(n, m)]+2(n-m)[\Psi(n+1, m)-\Psi(n, m+1)] \\
& =-4 / 2 \pi \tag{3.5}
\end{align*}
$$

and in particular for $n=m$

$$
\begin{equation*}
\Psi(n+1, n+1)-\Psi(n, n)=-\frac{1}{(2 n+1) \pi} \tag{3.6}
\end{equation*}
$$

Now in two dimensions the lgF become infinite in the limit $M \rightarrow 0$, but their differences remain finite. To study the differences, we may as well set

$$
\begin{equation*}
\Psi(0,0)=0 \tag{3.7}
\end{equation*}
$$

Then

$$
\begin{equation*}
\Psi(1,0)=\Psi(0,1)=-\frac{1}{4} \tag{3.8}
\end{equation*}
$$

because of (2.1), and from (3.6)

$$
\begin{equation*}
\Psi(1,1)=-1 / \pi \tag{3.9}
\end{equation*}
$$

Since $\Psi$ is now determined on the four corners of a square, it can be extended to the whole plane by using (2.1) and (2.7); one obtains

$$
\begin{equation*}
\Psi(n, m)=\pi^{-1} p(n, m)-q(n, m) \tag{3.10}
\end{equation*}
$$

where the rational numbers $p, q$ are given explicitly by recursion. (Thus $\Psi(2,0)=$ $2 / \pi-1$.)

Unfortunately, this method is ineffective as explained in § 2.3: $p$ and $q$ become large away from the diagonal, and accuracy is lost in the subtraction. Hence we make no use of (3.5) except as an afterthought, to check our calculation of $\Psi(1,1)$.

### 3.2. Sifting procedure for $D=2$

Let us take the case of two dimensions for simplicity. For $n=1,2, \ldots$, let

$$
\begin{equation*}
f_{n}=\Psi(n, 0) \quad g_{n}=\Psi(n, 1)=\Psi(n,-1) \tag{3.11}
\end{equation*}
$$

Then $f_{n+1}$ is given by (2.1) in terms of $f_{n-1}, f_{n}$ and $g_{n}$. The single gradient equation does not yield any relation at ( $n, 0$ ). However, at ( $n, 1$ ), it can be combined with the Laplace equation to eliminate $\Psi(n, 2)$; this gives an expression for $g_{n+1}$. The results are

$$
\begin{align*}
& f_{n+1}=4 f_{n}-f_{n-1}-2 g_{n}  \tag{3.12}\\
& (n+1) g_{n+1}=4 n g_{n}-(n-1) g_{n-1}-2 n f_{n} . \tag{3.13}
\end{align*}
$$

These equations involve only the lGF in the tube; hence the problem is now one dimensional.

Suppose one iterates the $4 \times 4$ system. At large $n$, the iteration is approximately

$$
\left(\begin{array}{c}
f_{n+1}  \tag{3.14}\\
g_{n+1} \\
f_{n} \\
g_{n}
\end{array}\right) \simeq\left(\begin{array}{rrrr}
4 & -2 & -1 & 0 \\
-2 & 4 & 0 & -1 \\
1 & 0 & 0 & 0 \\
1 & 1 & 0 & 0
\end{array}\right)\left(\begin{array}{c}
f_{n} \\
g_{n} \\
f_{n-1} \\
g_{n-1}
\end{array}\right)
$$

Diagonalising this matrix gives four eigenvalues: $1,1, \lambda_{a}$ and $\lambda_{a}^{-1}$ where $\lambda_{a}=3+\sqrt{ } 8 \simeq$ 5.8. Therefore if the initial conditions are not right, the solution will blow up as $\lambda_{a}^{n}$. The eigenvalues 1 are associated with the true solution (growing logarithmically) and the constant solution. The constant has been fixed by (3.7); in fact, we might as well express (3.12) and (3.13) in terms of differences $f_{n}-f_{n+1}, f_{n}-g_{n}$, so that the transfer matrix is only $3 \times 3$ and has eigenvalues $1, \lambda_{a}, \lambda_{a}^{-1}$.

The initial conditions involve $f_{0}, g_{0}, f_{1}$ and $g_{1}$. The first three are determined by (3.7) and (3.8). But $g_{1}$ is unknown since we are not using (3.9). Instead it will be determined by requiring that the solution not blow up as $\lambda_{a}^{n}$.

If there were no rounding error we might proceed as follows. Generate a solution of (3.12) and (3.13) (call it $\Psi^{a}$ ) by starting with $g_{1}=1, f_{0}=g_{0}=f_{1}=0$. Of course $\Psi^{a}$ will blow up as $\lambda_{a}^{n}$. Cut the process off at some convenient value $n=n_{1}$. Then generate a solution $\Psi^{(0)}$ by imposing (3.7), (3.8) and $g_{1}^{(0)}=0$. This will also blow up. By setting $\alpha_{1}=f_{n_{1}}^{(0)} / f_{n_{1}}^{a}$, and starting with $g_{1}^{(1)}=-\alpha_{1}$ instead of 0 , one generates an improved solution

$$
\begin{equation*}
\Psi^{(1)}=\Psi^{(0)}-\alpha_{1} \Psi^{a} \tag{3.15}
\end{equation*}
$$

which is guaranteed to have $f_{n_{1}}^{(1)}=0$ and therefore cannot be very different from the true $\Psi$. Since the true $f_{n}$ is not quite zero, $\Psi^{(1)}$ will also blow up as $\lambda_{a}^{n-m}$ when continued beyond $n_{1}$. When we reach some value $n_{2}$, we set $\alpha_{2}=f_{n_{2}}^{(1)} / f_{n_{2}}^{a}$ and $g_{1}^{(2)}=$ $g_{1}^{(1)}-\alpha_{2}$, obtaining a solution

$$
\begin{equation*}
\Psi^{(2)}=\Psi^{(1)}-\alpha_{2} \Psi^{a} \tag{3.16}
\end{equation*}
$$

that behaves well out to $n_{2}$, and so on.
In the presence of a rounding error, the first correction will work if we take $n_{1}$ so that $\Psi^{a}\left(n_{1}, 0\right)$ is near the inverse of the machine error. However, at the second correction the value of $\alpha_{2}$ will be as small as the machine error; hence $g_{1}$ will not be corrected accurately, and $\Psi^{(2)}$ will still blow up at $n \sim n_{2}$. Subsequent corrections will not change $g_{1}$ at all.

We therefore modify the procedure. Having calculated $\alpha_{2}$ at $n_{2}$, we use (3.16) directly to compute $\Psi^{(2)}$ for $n \leqslant n_{1}$. This gives good values at $n \sim n_{1}$ which can be used in (3.12) and (3.13) to start the recursion. The resulting $\Psi^{(2)}$ behaves well up to $n_{2}$. When it blows up at $n_{3}$, we repeat the process, obtaining $\Psi^{(3)}$ by direct subtraction for $n \leqslant n_{2}$ and by recursion from $n_{2}$ onward. We have found that the resulting solution is accurate nearly to machine error even hundreds of sites from the origin.

If we were to use (3.8) at the beginning, it would only make the starting solution as good as $\Psi^{(1)}$; the subsequent corrections would still be necessary. We did not do so because we wished to see whether our recursion would calculate $\pi$ all by itself. Indeed we obtained

$$
\begin{equation*}
-1 / g_{1}=3.1415926535897932(27) \tag{3.17}
\end{equation*}
$$

agreeing with the tabulated value of $\pi$ until the bracketed decimals. The discrepancy is less than one unit of machine error.

The calculation of $\pi$ can be reduced to the algorithm

$$
\begin{align*}
& \pi=4 \lim _{n \rightarrow \infty}\left(M_{12}^{(n)}+M_{22}^{(n)}\right) /\left(M_{11}^{(n)}+M_{21}^{(n)}\right) \\
& M^{(n)}=\left(\begin{array}{cc}
1 & 0 \\
0 & (n+1)^{-1}
\end{array}\right)\left[\left(\begin{array}{ll}
0 & 0 \\
0 & 1
\end{array}\right)+\left(\begin{array}{ll}
1 & 0 \\
0 & n
\end{array}\right)\left(\begin{array}{ll}
3 & 2 \\
4 & 3
\end{array}\right) M^{(n-1)}\right] \quad M^{(0)}=\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right) . \tag{3.18}
\end{align*}
$$

The first three approximations are $\frac{16}{5}=3.20, \frac{236}{75}=3.147, \frac{1216}{387}=3.1421$. The error diminishes by about $3+\sqrt{8}$ at each step.

### 3.3. Sifting for $D>2$

Consider $D=3$. The tube consists of four sites for each $n$, but only three are independent because $\Psi(n, 1,0)=\Psi(n, 0,1)$. The recursion is

$$
\begin{align*}
& f_{n+1}=6 f_{n}-f_{n-1}-4 g_{n} \\
& (n+1) g_{n+1}=6 n g_{n}-(n-1) g_{n-1}-2 n\left(f_{n}+h_{n}\right)  \tag{3.19}\\
& (n+2) h_{n+1}=6 n h_{n}-(n-2) h_{n-1}-4 n g_{n}
\end{align*}
$$

where $f_{n}=\Psi(n, 0,0), g_{n}=\Psi(n, 1,0), h_{n}=\Psi(n, 1,1)$. The eigenvalues at large $n$ are $1,1, \lambda_{a}, \lambda_{a}^{-1}, \lambda_{b}, \lambda_{b}^{-1}$ where $\lambda_{a}=5+\sqrt{ } 24, \lambda_{b}=3+\sqrt{ } 8$. The unit eigenvalues select the true LGF $\left(\sim n^{-1}\right)$ and the constant.

The initial conditions are determined by the eight corners of a starting cube at the origin, but by symmetry these yield only four independent quantities: $f_{0}, g_{0}=f_{1}, h_{0}=g_{1}$ and $h_{1}$. By Laplace's equation at the origin

$$
\begin{equation*}
g_{0}=f_{0}-\frac{1}{6} \tag{3.20}
\end{equation*}
$$

Unlike those for $D=2$, the lgF here are finite, and we do not wish to set $f_{0}=0$. Instead, the additive constant must be determined so that $\Psi \rightarrow 0$ at large $n$. By means of the cubical constraint this condition can be introduced exactly via the starting cube, where (3.2) and (3.4) give

$$
\begin{equation*}
f_{0}=3 g_{1}+2 h_{1} . \tag{3.21}
\end{equation*}
$$

In view of (3.20) and (3.21), there remain only two unknown parameters $g_{1}$ and $h_{1}$. These will be fixed by requiring the solution to be free of both the $\lambda_{a}$ and the $\lambda_{b}$ mode.

To avoid inaccurate subtractions, the sifting can be done as follows. First generate $\Psi^{a}$ as in $\S$ 3.2. Then generate a different solution $\Psi^{b}$ (also homogeneous at the origin) with successive corrections to eliminate the $\lambda_{a}$ mode. The final $\Psi^{b}$ grows only as $\lambda_{b}^{n}$. Now we are ready to generate the true solution. Suppose we have a solution $\Psi^{(t)}$ with (3.19) which behaves well until $n=n_{l}$ and blows up as $\lambda_{a}^{n-n_{l}}$ after that. At the next cutoff point $n_{l+1}$, we evaluate $\alpha_{l+1}$ and make a correction from $\Psi^{a}$ as in $\S 3.2$ so that the new solution $\Psi^{(l) t}$ has $f_{n_{i+1}}$ very small. However $g_{n_{i+1}}$ and $h_{n_{i+1}}$ will be comparable to their values in $\Psi^{b}$. The three solutions $\Psi^{a}, \Psi^{b}, \Psi^{(1) \prime}$ now have quite different ratios $g_{n_{l+1}} / f_{n_{l+1}}$. Therefore we can accurately find a new $\alpha_{l+1}$ and a $\beta_{l+1}$ so that

$$
\begin{align*}
& \alpha_{l+1} f_{n_{l+1}}^{a}+\beta_{l+1} f_{n_{i+1}}^{b}=f_{n_{i+1}}^{l l^{\prime}}  \tag{3.22}\\
& \alpha_{l+1} g_{n_{l+1}}^{a}+\beta_{l+1} g_{n_{i+1}}^{b}=g_{n_{l+1}}^{()^{\prime}}
\end{align*}
$$

since the determinants used to solve (3.22) involve no large cancellations. The new solution $\Psi^{(1+1)}$ is now given by

$$
\begin{equation*}
\Psi^{(i+1)}=\Psi^{(1)}-\alpha_{l+1} \Psi^{a}-\beta_{l+1} \Psi^{b} \tag{3.23}
\end{equation*}
$$

for $n<n_{l}$, and by (3.19) thereafter.
For $D>3$ the analogous procedure goes through smoothly. There are $2 D$ eigenvalues, of which $D-1$ are $>1$. The starting cube has $2^{D}$ corners but only $D+1$ are independent by symmetry. Imposing the cubical constraint and the Laplace equation at the origin fixes two of these. The remaining $D-1$ parameters are determined by sifting out the $D-1$ growing modes.

## 4. The tube solution for $M \neq 0$ and numerical results

When the mass is not zero, the quantity $C$ of (3.2) is not constant. This is not surprising since (3.3) is not constant either. Therefore, there is no cubical constraint and we have $D$ unknown parameters instead of only $D-1$. At the same time, the eigenvalues 1 of the asymptotic transfer matrix become $\mathrm{e}^{ \pm M}$, so that there are now $D$ instead of $D-1$ growing modes. (The extra one was, for $M=0$, the constant solution, which was eliminated by the cubical constraint, or for $D=2$, by setting $\Psi(0,0)=0$.) Thus the sifting method is again applicable; one must simply sift out an additional growing mode. Actually, if one sifts from outside towards the origin, one has again only $D-1$ bad modes. We have found that an extra bad mode affects the relative accuracy very little, which remains near machine error. There are mainly two complications in the quasimassless case. The mode of interest decaying exponentially, there is sometimes a loss of accuracy when one does subtractions since the result is much smaller than the value started with. This problem is cured by restarting the iteration far enough back where the subtraction has not affected the Green function too much. The second problem is that for small mass, one must take the lattice sufficiently large ( $\gg 1 / M$ ), so that the $\mathrm{e}^{+M}$ mode can be separated from the $\mathrm{e}^{-M}$ one. Thus the sifting method does become more time consuming as $M \rightarrow 0$. However, there is no critical slowdown, in contrast to relaxational methods for solving the tube solution, e.g. successively overrelaxed iteration.

The actual speed of the tube part of the program in three dimensions was about $100 \mu \mathrm{~s}$ per site in the tube for the first mode to be sifted, and slightly more than $n$ times that for the $n$th mode. The two-dimensional program was a bit faster. However, the overall speed of the programs was dominated by the extension to space since there are far more sites, and this took $50 \mu \mathrm{~s}$ per site on a VAX 780 in double precision arithmetic.

The accuracy of our method is excellent. Let us first consider the case of two dimensions. We have already illustrated how small the error is by computing $\pi$ to seventeen digits using real *8 arithmetic on a VAX. It is most natural to ask how the accuracy of the Green functions depends on the mass and the distance from the origin. We have thus converted the programs to real *16 to be able to determine the errors given by the real ${ }^{*} 8$ arithmetic. In practice, we find that the on-axis values have an error in the seventeenth digit near the origin, and that this error grows as one goes further away, but very slowly. Typically two digits are lost by the time one is 100 sites away from the origin, whatever the mass is. This shows that the method is extremely reliable. These features are illustrated by some examples in table 1. In three dimensions, the situation is similar. The accuracy of the tube solution near the origin is machine accuracy and deteriorates very slowly with distance. The number of growing eigenvectors of the iteration (which must be sifted out) does not much affect the accuracy, so we believe this method can be extended to arbitrary dimension with the same high quality results. Again, table 1 gives some numerical results comparing our double precision results to 'exact' results from the quadruple precision programs.

What about the extension from the tube? In § 2, our analysis showed that the use of the gradient equations does not magnify the error as one goes further from the tube. This was indeed confirmed numerically. Again this property does not depend on dimensionality as shown in $\S 2$ and in table 1.

It is necessary to compare our method with previously existing ones. If we start with the integral (1.3), one has to approximate the integration by transforming it to a

Table 1. The Green function at various sites in two and three dimensions for two masses. Underlined digits show where the double precision program disagrees with the exact answer.

| Site | Mass $=0.0$ | Mass $=0.1$ |
| :---: | :---: | :---: |
| (00) | 0.0000000000000000 | 0.6415599786677016 |
| (10) | $-0.2500000000000000$ | 0.3931638786143709 |
| (11) | -0.3183098861837907 | 0.3260621340786916 |
| (20) | -0.363 3802276324187 | 0.2829029064185426 |
| (21) | -0.386619 7723675813 | 0.2605907002134057 |
| (50) | -0.512902329 0789229 | 0.1475563104909589 |
| $(10,0)$ | -0.623675 $571215708 \underline{5}$ | $6.7074710468280910 \times 10^{-2}$ |
| $(10,10)$ | -0.679036 3250060300 | $3.7982749048999015 \times 10^{-2}$ |
| $(20,0)$ | $-0.734095688013867 \underline{4}$ | $1.8139607441621715 \times 10^{-2}$ |
| $(20,20)$ | -0.789 3044973641300 | $6.7379519504996528 \times 10^{-3}$ |
| $(50,0)$ | -0.879 9559154798970 | $5.8841579575175710 \times 10^{-4}$ |
| $(50,50)$ | -0.935 $12277765165 \underline{08}$ | $6.2649386647824272 \times 10^{-5}$ |
| (000) | 0.2527310098586630 | 0.2446616383551214 |
| (100) | $8.606434319199633 \mathrm{~T} \times 10^{-2}$ | $7.8402741085713314 \times 10^{-2}$ |
| (110) | $5.5191433687737317 \times 10^{-2}$ | $4.772745412853161 \underline{1} \times 10^{-2}$ |
| (111) | $4.3578354397725526 \times 10^{-2}$ | $3.6246909367586074 \times 10^{-2}$ |
| (200) | $4.288931454236574 \mathrm{~T} \times 10^{-2}$ | $3.5629019055889131 \times 10^{-2}$ |
| (500) | $1.6101075333939829 \times 10^{-2}$ | $9.82586880366151 \underline{05} \times 10^{-3}$ |
| $(10,0,0)$ | $7.9782615419294058 \times 10^{-3}$ | $2.9439114273719748 \times 10^{-3}$ |
| $(10,10,0)$ | $5.6252680839017879 \times 10^{-3}$ | $1.3657207764732662 \times 10^{-3}$ |
| $(10,10,10)$ | $4.5918510102730959 \times 10^{-3}$ | $8.1045632301646043 \times 10^{-4}$ |
| $(20,0,0)$ | $3.9813785730477163 \times 10^{-3}$ | $5.3995303811657203 \times 10^{-4}$ |
| (20, 20, 0) | $2.8132702234655466 \times 10^{-3}$ | $1.66134924124609 \underline{03} \times 10^{-4}$ |
| $(20,20,20)$ | $2.2968845439057603 \times 10^{-3}$ | $7.1775366452387 \underline{367} \times 10^{-5}$ |
| ( $50,0,0)$ | $1.5917087694079974 \times 10^{-3}$ | $1.07525890545789 \underline{23} \times 10^{-5}$ |

sum. Since the integral is periodic, the error induced by the discretisation is of order $\mathrm{e}^{-N}$ for $N$ steps in each direction of $k$. There will also be a rounding error due to the machine, which goes as $N^{D / 2}$ times machine accuracy. This is negligible in practice. Suppose one wants the Green function at a single lattice site: to obtain, say, $10^{-10}$ accuracy, one needs $N \sim 20$, leading to ( 20$)^{D}$ operations. Thus for $D=3$ this single site might require as much time for $10^{-10}$ accuracy as our method would take to generate an array of $\sim 1000$ inequivalent sites (all those with $|x|+|y|+|z| \leqslant 33$ ) to $10^{-16}$ accuracy.

To improve the direct method, one can convert the $D$-dimensional integral to a one-dimensional one over products of Bessel functions:

$$
\begin{equation*}
\psi(x)=\frac{1}{(2 \pi)^{D}} \int_{0}^{x} \exp \left[-\left(2 D+M^{2}\right) \lambda\right] \prod_{1} I_{x_{1}}(2 \lambda) \mathrm{d} \lambda . \tag{4.1}
\end{equation*}
$$

The standerd algorithm for calculating Bessel functions consists of doing a recursion [5] relating $I_{n}(2 \lambda)$ to $I_{n-1}(2 \lambda)$. The whole lattice can thus be generated rather efficiently, but at each site, a one-dimensional integral must be done. Again a discretisation has to be made, with errors going as $N^{-p}$ with $p$ an integer depending on the discretisation method. In practice, it is not possible to keep $N$ small while taking $p$ large, so one often settles for $p=4$. In this case, for an accuracy of $10^{-10}, N$ is of the order of 300 . Each of the $N$ steps at a site requires $D$ multiplications and an addition, assuming the Bessel functions were tabulated in advance. However, our method (in the 'extension' stage) needs only one step for each site, consisting of three additions, a
multiplication and a division. Thus the Bessel function method is still not competitive, except possibly as an alternative to our sifting method for the initial tube solution. Even there, our method is more accurate and usually faster, especially for small or zero mass where the Bessel function integral converges slowly.

Another method which is often used to generate the Green function on the whole lattice is fast Fourier transform. This is done for a finite lattice of size $L$ with periodic boundary conditions and requires $2 D L^{D} \ln L$ operations in $D$ dimensions. $L$ must be taken much larger than $1 / M$ to minimise finite-size effects. This is the most severe problem with this method; it is just not well suited to the infinite lattice. Since one cannot take advantage of the symmetry of the lattice as in our method, the FFT is of the order of $D!2^{D} D \ln L$ slower than our method, even neglecting the problem of accuracy. But to reduce finite-size effects to relative $\mathrm{O}(1 / N)$ in fFT, one must slow it down (by increasing the volume) by another factor $N^{2}$ if $D=2$ or 4 , or $N^{3}$ if $D=3$. Thus FFT is not competitive except for crude accuracy. The other side of the coin is that, if it is the finite volume Green functions that are of interest, our method is not easily applicable and the FFT is a very natural and good way to proceed.

When the mass becomes very small, all of these methods become time consuming. If one needs the Green function at a fixed distance as $M \rightarrow 0$, it seems advantageous to determine the series expansion in powers of the mass. We do this in the next section and find it to be both fast and accurate.

## 5. Analytic expansion in $M^{2}$

### 5.1. General considerations

Considered as analytic functions of $M^{2}$, the continuum and lattice Green functions have the same type of singularity at $M^{2}=0$, since this is governed by small momentum. Letting $x$ be a position vector in $D$ dimensions, the lgF are given by

$$
\begin{equation*}
\Psi\left(x, M^{2}\right)=F\left(x, M^{2}\right) S\left(M^{2}\right)+H\left(x, M^{2}\right) \tag{5.1}
\end{equation*}
$$

where $F, H$ are analytic in $M^{2}$ and

$$
\begin{align*}
S\left(M^{2}\right) & =M^{D-2} \ln \frac{1}{M^{2}} & & D \text { even } \\
& =M^{D-2} & & D \text { odd } \tag{5.2}
\end{align*}
$$

Writing

$$
\begin{align*}
& F=\sum_{l} A_{l}(x) M^{2 l} \\
& H=\sum_{l} B_{l}(x) M^{2 l} \tag{5.3}
\end{align*}
$$

our problem is to determine the $A$ and $B$.
We first observe that, since the gradient equations do not contain $M$, each set of $A$ or $B$ must satisfy them separately, i.e. $\left[A_{i}(x+\mu)-A_{l}(x-\mu)\right] / x_{\mu}$ and $\left[B_{l}(x+\mu)-\right.$ $\left.B_{l}(x-\mu)\right] / x_{\mu}$ must both be independent of $\mu$ for each $l$. Therefore it suffices to find the $A$ and $B$ on a tube and extend to $D$ space by the method of $\S 2$.

Next, we differentiate (2.6) with respect to $M^{2}$, obtaining

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} M^{2}} \Phi(x)=\Psi(x) \tag{5.4}
\end{equation*}
$$

which can be substituted into (2.5) to give

$$
\begin{array}{rlrl}
\left(l+\frac{1}{2} D-1\right) & \left(A_{l}(x+\mu)-A_{l}(x-\mu)\right)=x_{\mu}(x) A_{l-1}(x) \\
l\left(B_{l}(x+\mu)-B_{l}(x-\mu)\right) & =x_{\mu} B_{l-1}(x) & & D \text { odd }  \tag{5.6}\\
& =x_{\mu}\left(\frac{1}{l} A_{l-D / 2}(x)+B_{l-1}(x)\right) & D \text { even. }
\end{array}
$$

These can be used by recursion on $l$ to find the $A$ and $B$ everywhere on the tube if they are known on a starting cube at the origin. To obtain values on the starting cube, we use different methods for the $A$ and $B$.

### 5.2. Direct calculation of the $A$ coefficients

When $\Psi$ is expressed as an integral as in (1.3) and $M^{2}$ is allowed to vary over the complex plane, there is a branch cut on the negative real line from 0 to $-2 D$ as that is where the pole of $f(k)$ crosses the domain of integration over $k$. The discontinuity across the cut is, by (5.1) and (5.2),

$$
\begin{align*}
\Psi\left(-s^{2}-\mathrm{i} \varepsilon\right)-\Psi\left(-s^{2}+\mathrm{i} \varepsilon\right) & =2 \pi \mathrm{i}(\mathrm{i} s)^{D-2} F\left(-s^{2}\right) & & D \text { even }  \tag{5.7}\\
& =-2(\mathrm{is})^{D-2} F\left(-s^{2}\right) & & D \text { odd }
\end{align*}
$$

where $s$ is real and positive and the argument $x$ has been suppressed for brevity.
The left-hand side of (5.7) can be evaluated using

$$
\begin{equation*}
\frac{1}{z-\mathrm{i} \varepsilon}-\frac{1}{z+\mathrm{i} \varepsilon}=2 \pi \mathrm{i} \delta(z) \tag{5.8}
\end{equation*}
$$

which leads to

$$
\begin{align*}
\Psi\left(-s^{2}-\mathrm{i} \varepsilon\right) & -\Psi\left(-s^{2}+\mathrm{i} \varepsilon\right) \\
& =2 \pi \mathrm{i} \frac{1}{(2 \pi)^{D}} \int \prod \mathrm{~d} k_{\mu} \exp \left(\mathrm{i} \sum k_{\mu} x_{\mu}\right) \delta\left(\sum\left(2-2 \cos k_{\mu}\right)-s^{2}\right) \tag{5.9}
\end{align*}
$$

so that (writing $\hat{F}$ for $F$ if $D$ is even and for $-F / \mathrm{i} \pi$ if $D$ is odd)

$$
\begin{align*}
(2 \pi)^{D}(\mathrm{i} s)^{D-2} & \hat{F}\left(-s^{2}\right)=\int \prod \mathrm{d} k_{\mu} \exp \left(\mathrm{i} \sum k_{\mu} x_{\mu}\right) \delta\left(\sum 4 \sin ^{2} \frac{1}{2} k_{\mu}-s^{2}\right) \\
& =\int \prod_{\mu} \frac{\mathrm{d} s_{\mu}}{\left(1-s_{\mu}^{2} / 4\right)^{1 / 2}} \prod_{\mu}\left[\left(1-s_{\mu}^{2} / 4\right)^{1 / 2}+\frac{1}{2} \mathrm{i} s_{\mu}\right]^{2 x_{\mu}} \delta\left(\sum s_{\mu}^{2}-s^{2}\right) \\
& =s^{D-2} \frac{\pi^{D / 2}}{\Gamma\left(\frac{1}{2} D\right)}\left\langle\prod_{\mu} L\left(\frac{1}{2} \mathrm{i} s n_{\mu}, x_{\mu}\right)\right\rangle \tag{5.10}
\end{align*}
$$

where $s_{\mu}=2 \sin \frac{1}{2} k_{\mu}$, the average is over a unit vector $n$ and

$$
\begin{align*}
L(\sigma, x) & =\left(1+\sigma^{2}\right)^{-1 / 2}\left[\left(1+\sigma^{2}\right)^{1 / 2}+\sigma\right]^{2 x} \\
& =\sum_{l=0}^{\infty} \frac{(2 x+2 l-1)!!}{(2 x-2 l-1)!!} \sigma^{2 l} /(2 l)! \tag{5.11}
\end{align*}
$$

plus terms odd in $\sigma$.
Letting

$$
\begin{equation*}
a_{l}(x)=\frac{(2 x+2 l-1)!!}{(2 x-2 l-1)!!}=\prod_{1}^{1}\left[4 x^{2}-(2 j-1)^{2}\right] \tag{5.12}
\end{equation*}
$$

we have

$$
\begin{align*}
\left\langle\prod _ { \mu } L \left(\frac{1}{2} M n_{\mu},\right.\right. & \left.\left.x_{\mu}\right)\right\rangle=\sum_{l_{1} \ldots l_{D}} \prod_{\mu} \frac{a_{l_{\mu}}\left(x_{\mu}\right) M^{2 l_{\mu}}}{\left(2 l_{\mu}\right)!2^{2 l_{\mu}}}\left\langle\prod_{\mu} n_{\mu \mu}^{2 l_{\mu}}\right\rangle \\
& =\sum_{l_{1} \ldots I_{D}} \prod_{\mu}\left(\frac{\left(2 l_{\mu}-1\right)!!}{\left(2 l_{\mu}\right)!2^{2 l_{\mu}}} a_{l_{\mu}}\left(x_{\mu}\right) M^{2 l_{\mu}}\right)\left[\left(d-2+2 \sum l_{\mu}\right)!!\right]^{-1} \\
& =\sum_{l_{1} \ldots I_{D}} \prod_{\mu}\left(a_{l_{\mu}}\left(x_{\mu}\right) M^{2 l_{\mu}} / l_{\mu}!\right) / 2^{3 \Sigma l_{\mu}}\left(d-2+2 \sum l_{\mu}\right)!! \tag{5.13}
\end{align*}
$$

so that (5.10) yields

$$
\begin{equation*}
A_{l}(x)=c_{0}(D) \frac{1}{2^{3 l}(d-2-2 l)!!} \sum_{l_{1} \ldots i_{D}}^{\Sigma l_{N}=1} \frac{1}{\Pi_{\mu} l_{\mu}!} \prod_{\mu} a_{l_{\mu}}\left(x_{\mu}\right) \tag{5.14}
\end{equation*}
$$

where

$$
\begin{array}{rlr}
c_{0}(D)=\frac{F}{(2 \pi)^{D} \mathrm{i}^{D-2} F} \frac{\pi^{D / 2}}{\Gamma\left(\frac{1}{2} D\right)} & \\
& =(-1)^{(D-1) / 2} /(4 \pi)^{D / 2}\left(\frac{1}{2} D-1\right)! & \\
& =\frac{1}{4}(-1 / \pi)^{(D-1) / 2} /(D-2)!! &  \tag{5.15}\\
\text { even } \\
& D \text { odd. }
\end{array}
$$

From (5.14) the $\boldsymbol{A}_{l}$ can be obtained directly for any site, but the summation may be relatively time consuming. The method best combining speed and accuracy is to use (5.14) throughout the tube (bypassing (5.5) which tends to accumulate error) and extend to the rest of space as in $\S 2.3$.

### 5.3. Starting values for $B$ coefficients

If we use (5.6) to eliminate $B(2,0, \ldots, 0), B(2,1,0, \ldots, 0), \ldots, B(2,1, \ldots, 1)$, then the Laplace equation (2.1) yields $D+1$ equations for the ( $D+1$ ) independent unknowns

$$
\begin{equation*}
\beta_{l}(n)=B_{l}(0, \underset{D-n}{\ldots}, 0,1, \ldots, 1) . \tag{5.16}
\end{equation*}
$$

These equations can be written

$$
\begin{array}{r}
2(D-n) \beta_{l}(n+1)+2 n \beta_{l}(n-1)-2 D \beta_{l}(n) \\
=(1-n / l) \beta_{l-1}(n) \quad D \text { odd } \tag{5.17}
\end{array}
$$

with an extra term related to $A_{t}-D / 2$ on the rhs when $D$ is even.
Unfortunately (5.17) does not determine the $\beta_{l}$ from the $\beta_{l-1}$, because all ( $D+1$ ) equations are unaffected by adding a common term $\Delta \beta_{l}$ (independent of $n$ ) to all the $\beta_{l}$. Thus we need one more equation.

The other side of the coin is that, if (5.17) is multiplied by $\binom{D}{n}=D!/ n!(D-n)!$ and summed over $n$, the $\beta_{l}$ cancel out and we have a new equation relating the $\beta_{l-1}$. Replacing $l-1$ by $l$, the new equation is

$$
\begin{align*}
\sum_{n=0}^{D}\binom{D}{n}(l+1-n) \beta_{l}(n) & =0 & & D \text { odd } \\
& =\sum_{n=0}^{D}\binom{D}{n} \frac{n^{2}}{l+1} \alpha_{l-(D+1) / 2}(n) & & D \text { even } \tag{5.18}
\end{align*}
$$

where the $\alpha_{l}$ are derived from the $A_{l}$ by an equation like (5.16).

From (5.18), the ambiguous common term $\Delta \beta_{l}$ can be determined except in one case: when $D$ is even and $l=D / 2-1$. In that case, the coefficients on the lhs of (5.18) add up to zero, so that (5.18) is also unaffected by the addition of $\Delta \beta_{l}$.

In this 'intractable' case, we may note that, if the Lhs of (5.17) is multiplied by $n\binom{D}{n} / 4$ and summed over $n$, the result is the Lhs of (5.18). Hence, the $\beta_{D / 2-1}$ may be eliminated, giving an extra constraint on the $\beta_{D / 2-2}$. For $D=4$ the extra constraint reduces to

$$
\begin{equation*}
\Psi(0,0,0,0)-2 \Psi(1,1,0,0)+\Psi(1,1,1,1)=5 / \pi^{2} \tag{5.19}
\end{equation*}
$$

when $M=0$. This is a check on the numerical calculation of $\S 3.3$. However, it brings us no nearer to fixing the additive term for $\beta_{D / 2-1}$.

### 5.4. The 'intractable' constant for even $D$

The preceding sections show how to find all the $A_{i}$ and $B_{i}$ by a combination of analytic and numerical methods, except (when $D$ is even) for a single constant. Determining this constant is equivalent to finding the coefficient of $M^{D-2}$ in $\Psi(0)$. We have not found any way to do this by difference equations and so we fall back on the Bessel function representation.

Writing (1.2) as

$$
\begin{equation*}
f(k)=\int_{0}^{\infty} \exp \left(-\lambda M^{2}\right) \prod_{\mu} \exp \left[-2 \lambda\left(1-\cos k_{\mu}\right)\right] d \lambda \tag{5.20}
\end{equation*}
$$

we obtain from (1.3) for $x=0$

$$
\begin{equation*}
\Psi\left(0, M^{2}\right)=\int_{0}^{\infty} \exp \left[-\left(2 D+M^{2}\right) \lambda\right] I_{0}(2 \lambda)^{D} \mathrm{~d} \lambda \tag{5.21}
\end{equation*}
$$

Matching this to (5.1) and differentiating $D / 2-1$ times with respect to $M^{2}$, we obtain

$$
\begin{align*}
(-1)^{-D / 2-1} & \int_{0}^{\infty} \exp \left[-\left(2 D+M^{2}\right) \lambda\right] I_{0}(2 \lambda)^{D} \lambda^{D / 2-1} \mathrm{~d} \lambda \\
& =\left(\frac{1}{2} D-1\right)!\left(A_{0}(0)\left(\ln \frac{1}{M^{2}}-\sum_{1}^{D / 2-1} n^{-1}+B_{D / 2-1}(0)\right)\right]+\mathrm{O}\left(M^{2} \ln \frac{1}{M^{2}}\right) \tag{5.22}
\end{align*}
$$

If $M^{2} \ll 1$ we may split the integral into $\lambda<1 / M$ and $\lambda>1 / M$, so that it becomes (omitting small terms)

$$
\begin{equation*}
\int_{0}^{1 / M} \exp (-2 D \lambda) I_{0}(2 \lambda)^{D} \lambda^{D / 2-1} \mathrm{~d} \lambda+\int_{1 / M}^{\infty} \mathrm{e}^{-M^{2} \lambda} \frac{1}{(\sqrt{ } 4 \pi \lambda)^{D}} \lambda^{D / 2-1} \mathrm{~d} \lambda \tag{5.23}
\end{equation*}
$$

and the second term (replacing $\lambda \rightarrow \lambda / M^{2}$ ) is

$$
\begin{align*}
\frac{1}{(4 \pi)^{D / 2}} \int_{M}^{\infty} \mathrm{e}^{-\lambda} \frac{\mathrm{d} \lambda}{\lambda}= & \frac{1}{(4 \pi)^{D / 2}}\left(\ln \frac{1}{M^{2}}-\int_{M}^{1 / M}\left(1-\mathrm{e}^{-\lambda}\right) \frac{\mathrm{d} \lambda}{\lambda}\right) \\
& +\int_{1 / M}^{\infty} \mathrm{e}^{-\lambda} \frac{1}{(\sqrt{ } 4 \pi \lambda)^{D}} \lambda^{D / 2-1} \mathrm{~d} \lambda . \tag{5.24}
\end{align*}
$$

Combining terms and making further negligible adjustments, (5.23) becomes

$$
\begin{equation*}
\frac{1}{(4 \pi)^{D / 2}}\left(\ln \frac{1}{M^{2}}+P(D)\right) \tag{5.25}
\end{equation*}
$$

where

$$
\begin{equation*}
P(D)=\int_{0}^{\infty}\left[\left(\sqrt{ } 4 \pi \lambda \mathrm{e}^{-2 \lambda} I_{0}(2 \lambda)\right)^{D}-1+\mathrm{e}^{-\lambda}\right] \frac{\mathrm{d} \lambda}{\lambda} \tag{5.26}
\end{equation*}
$$

Matching the $\ln \left(1 / M^{2}\right)$ term to (5.22), we obtain

$$
\begin{equation*}
A_{0}(0)=(-1)^{D / 2-1} /(4 \pi)^{D / 2}\left(\frac{1}{2} D-1\right)! \tag{5.27}
\end{equation*}
$$

in agreement with (5.15). The constant term gives

$$
\begin{equation*}
B_{D / 2-1}(0)=\frac{1}{(4 \pi)^{D / 2}\left(\frac{1}{2} D-1\right)!}\left(\sum_{1}^{D / 2-1} n^{-1}+(-1)^{D / 2-1} P(D)\right) \tag{5.28}
\end{equation*}
$$

which is the desired formula. The integral (5.26) must be calculated numerically.
For $D=2(5.28)$ gives $B_{0}(0)=P(2) / 4 \pi$. In this case an analytic result can be found directly from (1.3). Integrating over $k_{2}$ we have
$\Psi\left(0, M^{2}\right)=\frac{1}{2 \pi} \int_{0}^{2 \pi} \mathrm{~d} k_{1}\left[\left(2+M^{2}-2 \cos k_{1}\right)\left(6+M^{2}-2 \cos k_{1}\right)\right]^{-1 / 2}$.
Setting $\cos k_{1}=1+\frac{1}{4} M^{2}(1-z)$ this becomes

$$
\begin{align*}
\Psi\left(0, M^{2}\right)= & \frac{1}{4 \pi} \int_{1}^{8 M^{-2}+1} \frac{\mathrm{~d} z}{\left\{\left(z^{2}-1\right)\left[\left(1+M^{2} / 8-\left(M^{2} z / 8\right)^{2}\right]\right\}^{1 / 2}\right.} \\
& \approx \frac{1}{4 \pi} \int_{1}^{8 / M^{2}} \frac{\mathrm{~d} z}{\left(z^{2}-1\right)^{1 / 2}\left[1-\left(M^{2} z / 8\right)^{2}\right]^{1 / 2}} \\
& \approx \frac{1}{4 \pi} \int_{1}^{1 / M} \frac{\mathrm{~d} z}{\sqrt{z^{2}-1}}+\int_{1 / M}^{8 / M^{2}} \frac{\mathrm{~d} z}{z\left(\left[1-\left(M^{2} / 8\right) z\right]^{2}\right)^{1 / 2}} \\
& =\frac{1}{4 \pi}\left\{\cosh ^{-1} \frac{1}{M}+\ln \left[\sqrt{8} / M+\left(8 / M^{2}-1\right)^{1 / 2}\right]\right\} \\
& \simeq \frac{1}{4 \pi}\left(\ln \frac{2}{M}+\ln \frac{16}{M}\right)=\frac{1}{4 \pi} \ln \frac{32}{M^{2}} \tag{5.30}
\end{align*}
$$

so that

$$
\begin{equation*}
B_{0}(0)=\frac{1}{4 \pi} \ln 32 \tag{5.31}
\end{equation*}
$$

### 5.5. Results

The determination of the $A_{i}$ requires summing $l^{D-1}$ terms (neglecting symmetry) and this is time consuming if $l$ and $d$ are large. We have thus limited the use of (5.14) to the tube. Then the calculation is again dominated by the extension to space, so that at each order in l, the amount of CPU time used is again $50 \mu$ s per site. We give in table 2 the first few terms in this small mass expansion for $d=2$ and 3 . The coefficients grow as one goes further from the origin, but the series is convergent everywhere nevertheless. By comparing the exact values with the series, we have checked that the series converges to the right answer, so that one rapidly (in $l$ ) obtains machine accuracy.

Table 2. Coefficients of the mass expansion of the Green function in two and three dimensions. The first- and second-order terms are given and the underlined digits show where the double precision program disagrees with the exact answer.

| Site | $l=1$ | $l=2$ |
| :--- | :--- | :--- |
| $\mathrm{~A}[0,0]$ | $-\frac{1}{8}$ | 0.019531250000 |
| $\mathrm{~A}[1,0]$ | $\frac{1}{8}$ | -0.011718750000 |
| $\mathrm{~A}[1,1]$ | $\frac{3}{8}$ | -0.011718750000 |
| $\mathrm{~A}[10,0]$ | $24+\frac{7}{8}$ | 151.582031250000 |
| $\mathrm{~A}[10,10]$ | $49+\frac{7}{8}$ | 615.644531250000 |
| $\mathrm{~A}[20,0]$ | $99+\frac{7}{8}$ | 2481.269531250000 |
| $\mathrm{~A}[20,20]$ | $199+\frac{7}{8}$ | 9962.519531250000 |
| $\mathrm{~B}[0,0]$ | -0.024527128580608353 | 0.0032106648442673390 |
| $\mathrm{~B}[1,0]$ | 0.044421496467095270 | -0.0029211173008847492 |
| $\mathrm{~B}[1,1]$ | 0.073581385741825059 | $0.000809076677831547 \underline{68}$ |
| $\mathrm{~B}[10,0]$ | -4.674772966616816 | -16.05259190548316 |
| $\mathrm{~B}[10,10]$ | -12.14399167412086 | -100.2914390094991 |
| $\mathrm{~B}[20,0]$ | -29.85736199667928 | -542.8248438345965 |
| $\mathrm{~B}[20,20]$ | -70.79687488269412 | -2733.504997870967 |
| $\mathrm{~A}[0,0,0]$ | $9.9471839432434585 \times 10^{-3}$ | $-1.3677377921959755 \times 10^{-3}$ |
| $\mathrm{~A}[1,0,0]$ | $-3.3157279810811528 \times 10^{-3}$ | $2.9012619834460087 \times 10^{-4}$ |
| $\mathrm{~A}[1,1,0]$ | $-1.6578639905405764 \times 10^{-2}$ | $6.2169899645271616 \times 10^{-4}$ |
| $\mathrm{~A}[1,1,1]$ | $-2.9841551829730375 \times 10^{-2}$ | $-3.7301939787162969 \times 10^{-4}$ |
| $\mathrm{~A}[2,0,0]$ | $-4.3104463754054987 \times 10^{-2}$ | $-2.6940289846284367 \times 10^{-3}$ |
| $\mathrm{~A}[5,0,0]$ | -0.3216256141648718 | -0.3578084957584199 |
| $\mathrm{~A}[10,0,0]$ | -1.316344008489218 | -6.400722741278821 |
| $\mathrm{~B}[0,0,0]$ | $-1.2164158583022644 \times 10^{-2}$ | $8.3776240606305671 \times 10^{-4}$ |
| $\mathrm{~B}[1,0,0]$ | $2.9957676393421190 \times 10^{-2}$ | $-1.1895973577740506 \times 10^{-3}$ |
| $\mathrm{~B}[1,1,0]$ | $5.1018593881643107 \times 10^{-2}$ | $1.5414323094850445 \times 10^{-3}$ |
| $\mathrm{~B}[1,1,1]$ | $6.5544712014218283 \times 10^{-2}$ | $7.0034916440032347 \times 10^{-3}$ |
| $\mathrm{~B}[2,0,0]$ | $7.3900184608973693 \times 10^{-2}$ | $1.5816600602773652 \times 10^{-2}$ |
| $\mathrm{~B}[5,0,0]$ | 0.1968917745793256 | 0.3857817374785738 |
| $\mathrm{~B}[10,0,0]$ | 0.3968861321917714 | 3.257859903616002 |
|  |  |  |

## 6. Conclusions

We have presented a very fast and accurate method for obtaining Green functions on an infinite lattice. The cPU requirements on a VAX 780 are $50 \mu$ s per site and the accuracy is essentially that of the machine. This numerical method can be used both for the massless and massive case. The numerical values of the Green function can be used in a real space evaluation of lattice graphs, e.g. for calculating the conductivity in the presence of weak disorder or Wilson loops at weak coupling. In addition, we have derived the small mass expansion of the Green function and have found it to be particularly useful near the origin.
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